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RADIO NETWORK NODE, A CONTROLLING
RADIO NETWORK NODE, AND METHODS
THEREIN FOR ENABLING MANAGEMENT
OF RADIO RESOURCES IN A RADIO
COMMUNICATIONS NETWORK

TECHNICAL FIELD

Embodiments herein relate to a radio network node, a
controlling radio network node, and methods therein. In par-
ticular, embodiments herein relate to management of radio
resources in a radio communications network.

BACKGROUND

In today’s radio communications networks a number of
different technologies are used, such as Long Term Evolution
(LTE), LTE-Advanced, Wideband Code Division Multiple
Access (WCDMA), Global System for Mobile communica-
tions/Enhanced Data rate for GSM Evolution (GSM/EDGE),
Worldwide Interoperability for Microwave Access (WiMax),
or Ultra Mobile Broadband (UMB), just to mention a few
possible technologies. A radio communications network
comprises radio base stations providing radio coverage over
at least one respective geographical area forming a cell. User
equipments (UE) are served in the cells by the respective
radio base station and are communicating with respective
radio base station. The user equipments transmit data over an
air interface to the radio base stations in uplink (UL) trans-
missions and the radio base stations transmit data to the user
equipments in downlink (DL) transmissions.

Recently two main trends have emerged in the cellular
telephony business. First mobile broadband traffic is more or
less exploding in the e.g. WCDMA networks. The technical
consequence is a corresponding steep increase of the inter-
ference in these networks, or equivalently, a steep increase of
the load. This makes it important to exploit the load headroom
that is left in the most efficient way. Secondly, radio commu-
nications networks are becoming more heterogeneous, with
macro radio base stations being supported by micro radio
base stations at traffic hot spots. Furthermore, WCDMA
home base stations, also called femto radio base stations, are
emerging in many networks. This trend clearly puts increas-
ing demands on inter-cell interference management.

Below itis described the measurement and estimation tech-
niques, needed to measure the instantaneous total load, also
referred to as the received total power value, on the uplink air
interface. It is e.g. shown in prior art that the load at the
antenna connector is given by the noise rise, or rise over
thermal, RoT(t), defined by

Prrwp(t) (eq. 1)

RoT() = —= o

where P,(t) is the thermal noise level as measured at the
antenna connector, also referred to as noise floor level and
where Py ,5(1) is the total power value. This relative measure
is unaffected of any de-spreading applied. The definition used
for the total power value used here is simply the received total
power value called received total wideband power
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K (eq. 2)
Prrwp(D) = ) Pu(®)+ Priginor(D) + Py(D),
k=1

also measured at the antenna connector. Here P.(t) is the
power from the load in the own cell and P,,,.,,,(t) denotes
the power as received from neighbour cells of the WCDMA
system referred to herein as neighbour cell interference value.
As will be seen below, a major difficulty of any RoT estima-
tion algorithm is to separate the noise floor level P,(t) from
the neighbour cell interference value P, ., (t).

Another specific problem that needs to be addressed is that
the signal reference points are, by definition at the antenna
connectors. The measurements are however obtained after the
analogue signal conditioning chain, in the digital receiver.
The analogue signal conditioning chain does introduce a
scale factor error, y(t), of about 1 dB that is difficult to com-
pensate for. Fortunately, all powers of (eq. 2) are equally
affected by the scale factor error y(t) so when (eq. 1) is
calculated, the scale factor error y(t) is cancelled as

RoTPiEial Receiver (1) _ (eq. 3)

Pre 0 _ yOPHRIW

i
pieial Recever = Py RoTY™eme(y),

In order to understand the fundamental problem of the neigh-
bour cell interference value when performing load estima-
tion, note that
Pneighbor(l)+PN(l):E[Pneighbor(l)J+E/PN(Z)]+

AP, ignpor DFHAPN(D), eq. 4)
where E[ ] denotes mathematical expectation and where A
denotes the variation around the mean. Since there are no
measurements available in the radio base station that are
related to the neighbour cell interference value, a linear fil-
tering operation can at best estimate the sum E|P,,,.,;,,,(0)]+
E[P,(t)]. This estimate cannot be used to deduce the value of
E[P,(D)]. The situation is the same as when the sum of two
numbers is available. Then there is no way to figure out the
values of the individual numbers.

In the 3rd Generation Partnership Project (3GPP) release
99, also called 3G systems, the Radio Network Controller
(RNC) controls resources and user mobility. Resource con-
trol in this framework means admission control, congestion
control, channel switching, and/or roughly changing the data
rate of a connection. Furthermore, a dedicated connection is
carried over a Dedicated Channel (DCH), which is realized as
a Dedicated Physical Control Channel (DPCCH) and a Dedi-
cated Physical Data Channel (DPDCH). In the evolved third
generation (3G) standards, the trend is to decentralize deci-
sion making, and in particular the control over the short term
data rate of the user connection. The uplink data is then
allocated to an Enhanced-DCH (E-DCH), which is realized as
the triplet: a DPCCH, which is continuous, an E-DCH (E)-
DPCCH for data control and an E-DCH (E)-DPDCH for data.
The two latter are only transmitted when there is uplink data
to send. Hence the uplink scheduler of the radio base station
determines which transport formats each user can use over
E-DPDCH. The RNC is however still responsible for admis-
sion control, the only way to control R99 traffic. Today the
scheduling and admission control in the radio communica-
tions network are not performing in an optimal manner result-
ing in a reduced performance of the radio communications
network. For scheduling in the radio base station, there is no
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available low complexity neighbour cell interference estima-
tion technology. The available technology requires measure-
ment and subsequent optimal filtering of all user equipment
powers in the UL. That is very costly computationally, and
requires Kalman filters of high order for processing the mea-
surements to obtain estimates of the neighbour cell interfer-
ence value. The consequence is that the scheduler is unaware
of the origin of the interference, thereby making it more
difficult to arrive at good scheduling decisions. For managing
heterogeneous networks (HetNets), which is a network com-
posed of multiple radio access technologies, architectures,
transmission solutions, and radio base stations of varying
transmission power, the problem is again that there is no
information of the origin of interference, and interference
variance, for adjacent cells. This is also caused by the lack of
low complexity estimators for these quantities.

SUMMARY

It is an object of embodiments herein to manage radio
resources in an improved efficient manner enhancing the
performance of the radio communications network.

According to an aspect the object is achieved by a method
in a radio network node for enabling management of radio
resources in a radio communications network. The radio net-
work node serves a first cell. The radio network node mea-
sures a received total power value at the radio network node in
the first cell. The radio network node computes a factor indi-
cating a load in the first cell. The radio network node esti-
mates a noise floor level in the first cell. The radio network
node further computes a utilization probability value of the
load in the first cell and a neighbour cell interference value
simultaneously in a non-linear interference model, based on
the measured received total power value, the computed factor,
and the estimated noise floor level in the first cell. The neigh-
bour cell interference value is an interference from at least
one second cell affecting said first cell. At least one of the
utilization probability value of the load in the first cell and the
neighbour cell interference value is to be used for managing
radio resources in the radio communications network.

According to another aspect the object is achieved by pro-
viding a radio network node for enabling management of
radio resources in a radio communications network. The
radio network node is configured to serve a first cell. The
radio network node comprises a measuring circuit configured
to measure a received total power value at the radio network
node in the first cell. The radio network node further com-
prises a first computing circuit configured to compute a factor
indicating a load in the first cell. In addition, the radio network
node comprises an estimating circuit configured to estimate a
noise floor level in the first cell. The radio network node
further comprises a second computing circuit configured to
compute a utilization probability value of the load in the first
cell and a neighbour cell interference value simultaneously in
anon-linear interference model. The computation is based on
the measured received total power value, the computed factor,
and the estimated noise floor level in the first cell. The neigh-
bour cell interference value is an interference from at least
one second cell affecting said first cell. At least one of the
utilization probability value of the load in the first cell 11 and
the neighbour cell interference value is to be used for man-
aging radio resources in the radio communications network.

According to still another aspect the object is achieved by
a method in a controlling radio network node for managing
radio resources in a radio communications network. The con-
trolling radio network node controls a second cell. The con-
trolling radio network node receives, from a radio network
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node, at least one of a utilization probability value of a load in
a first cell served by the radio network node and a neighbour
cell interference value. The neighbour cell interference value
is an interference from at least the second cell affecting the
first cell. The neighbour cell interference value and the utili-
zation probability value are based on a measured received
total power value, a computed factor indicating the load in the
first cell, and an estimated noise floor level in the first cell,
computed in a non-linear interference model. The controlling
radio network node uses at least one of the utilization prob-
ability value of the load in the first cell and the neighbour cell
interference value, when managing radio resources within the
radio communications network.

According to yet another aspect the object is achieved by
providing a controlling radio network node for managing
radio resources in a radio communications network. The con-
trolling radio network node is configured to control a second
cell. The controlling radio network node comprises a receiv-
ing circuit configured to receive, from a radio network node,
at least one of a utilization probability value of aload in a first
cell served by the radio network node and a neighbour cell
interference value. The neighbour cell interference value is an
interference from at least the second cell affecting the first
cell. The neighbour cell interference value and the utilization
probability value are based on a measured received total
power value, a computed factor indicating the load in the first
cell, and an estimated noise floor level in the first cell, com-
puted in a non-linear interference model. The controlling
radio network node further comprises a processing circuit
configured to use at least one of the utilization probability
value of the load in the first cell and the neighbour cell
interference value, when managing radio resources within the
radio communications network.

By using at least one of the utilization probability value of
the load in the first cell and the neighbour cell interference
value, according to embodiments herein, for managing radio
resources in the radio communications network, the manage-
ment of radio resources is based on more accurate values
efficiently derived and the performance of the radio commu-
nications network is improved.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments will now be described in more detail in
relation to the enclosed drawings, in which:

FIG. 1 is a schematic overview depicting embodiments of
a radio communications network,

FIG. 2 is a schematic combined flowchart and signalling
scheme depicting embodiments in the radio communications
network,

FIG. 3 is a block diagram depicting load estimation algo-
rithms according to embodiments,

FIG. 4 is a schematic flowchart of a method in a radio
network node according to embodiments herein,

FIG. 5 is a block diagram depicting a radio network node
according to embodiments herein,

FIG. 6 is a schematic flowchart of a method in a controlling
radio network node according to embodiments herein, and

FIG. 7 is a block diagram depicting a controlling radio
network node according to embodiments herein.

DETAILED DESCRIPTION

FIG. 1 is a schematic combined flowchart and signaling
scheme in a radio communications network, such as a
WCDMA network, or similar. The radio communications
network comprises a radio network node, e.g. a first radio
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base station 12, providing radio coverage over at least one
geographical area forming a cell, a first cell 11. The cell
definition may also incorporate frequency bands used for
transmissions, which means that two different cells may
cover the same geographical area but using different fre-
quency bands. A first user equipment 10 is served in the first
cell 11 by the first radio base station 12 and may be commu-
nicating with the first radio base station 12. The first user
equipment 10 transmits data over an air or radio interface to
the first radio base station 12 in uplink (UL) transmissions and
the first radio base station 12 transmits data over an air or
radio interface to the first user equipment 10 in downlink
(DL) transmissions. Furthermore, the radio communications
network comprises a second radio base station 13 controlling
a second cell 14 serving a second user equipment 15. The
second user equipment 15 interferes with the first radio base
station 12 causing a neighbour cell interference. The first
radio base station 12 and the second radio base station 13 are
controlled by a controlling radio network node, illustrated as
a Radio Network Controller (RNC) 16. The first radio base
station 12 manages radio resources in the first cell 11 e.g. by
scheduling UL and DL transmissions in the first cell 11.

It should be understood that the term “user equipment” is a
non-limiting term which means any wireless terminal, device
ornode e.g. Personal Digital Assistant (PDA), laptop, mobile,
sensor, relay, mobiletablets, a Location Services (LCS) target
device in general, an L.CS client in the network or even a small
base station.

The radio base stations, which are examples of radio net-
work nodes, may also be referred to as e.g. a NodeB, an
evolved Node B (eNB, eNode B), a base transceiver station,
Access Point Base Station, base station router, or any other
network unit capable to communicate with a user equipment
10 within the first cell 11 depending e.g. of the radio access
technology and terminology used. Also, each radio base sta-
tion 12,13 may further serve one or more cells. Other
examples of radio network nodes serving the user equipments
10,15 are relay nodes or a beacon nodes.

The radio communications network may be any cellular
radio network comprising the controlling radio network node
16, capable of establishing and routing a data packet session
through different network transmission paths exploiting dif-
ferent routing protocols, the radio communications network
may e.g. be a Universal Mobile Telecommunications System
(UMTS) Terrestrial Radio Access Network (TRAN) (UT-
RAN)-General Packet Radio Service (GPRS) network, a
WCDMA network, a Code Division Multiple Access
(CDMA) 2000 network, an Interim Standard (IS)-95 net-
work, a Digital-Advance Mobile Phone Service (D-AMPS)
network etc. The term RNC should here therefore not be
interpreted to strictly so as to comprise only an RNC accord-
ing to the 3GPP UTRAN standard, but any network control
node capable of mapping a data session to different transmis-
sion paths through its different ports wherein the different
transmission paths exploit different routing protocols. For
instance, in case of a CDMA 2000 network, the RNC func-
tionality described below according to embodiments herein
may be realised in the Base Station Controllers (BSC) of the
CDMA 2000 network.

An Enhanced UL (EUL) utilizes a scheduler in the first
radio base station 12 that aims at filling a load headroom of
the air interface, so that requests for bitrates of different user
equipments are met. As stated above, the air-interface load in
WCDMA is determined in terms of the RoT, a quantity that is
measured in the first radio base station 12. When evaluating
scheduling decisions, the scheduler has to predict a load that
results from scheduled grants, to make sure that the scheduled
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6

load does not exceed the load thresholds for coverage and
stability. This is complicated since a grant given to the first
user equipment 10 does only express a limit on the UL power
it is allowed to use, so the first user equipment 10 may in
reality use only a portion ofits grant. The scheduler in today’s
networks makes a worst case analysis, assuming that all user
equipments use their grants at all times. Unfortunately, it has
been found that user equipments do seem to have a relatively
low utilization of grants. From measurements performed in
the field the result indicates a typical grant utilization in
certain scenarios of only about 25%. This is evidently an
unacceptable waste of air-interface resources. To summarize,
the lack of technology for estimation of a utilization prob-
ability value of the load in the first cell 11 and its variance
leads to underutilization of the air interface, due to the fact
that user equipments often do not use the power granted to
them. It also prevents the use of systematic statistical over-
booking of grants, since a statistical model of load utilization
is not available. In particular, no variance is available. The
lack oftechnology for estimation of the utilization probability
value and its variance also leads to a general inaccuracy of a
load prediction, since un-modeled receiver impairments are
not captured by an estimated utilization probability value.

Embodiments herein provide a non-linear interference
model, e.g. for WCDMA UL, responsive to a measured
received total power value, a factor indicating a load in the
first cell 11, the utilization probability value of the load in the
first cell 11, a neighbour cell interference value and a noise
floor level, expressing an UL load curve relationship. At least
one of the utilization probability value of the load in the first
cell 11 and the neighbour cell interference value is to be used
for managing radio resources in the radio communications
network. The utilization probability value and the neighbor
cell interference value are thus enabling the management of
radio resources in the radio communications network. Some
embodiments herein provide an estimator, responsive to mea-
surements of the measured received total power value and
said non-linear interference model. The estimator provides
estimates of the utilization probability value and the neigh-
bour cell interference value simultaneously computed in the
non-linear interference model. The estimator may be charac-
terized by its low order and associated low computational
complexity. In a preferred embodiment the estimator is a
variant of an Extended Kalman Filter (EKF), arranged for
processing using said non-linear interference model.

Thus, embodiments herein provide estimates of utilization
probability values and neighbour cell interference values
simultaneously computed that may enhance the performance
of the scheduler of the EUL and also the overall interference
management performed in the RNC 16 for Heterogeneous
Networks (HetNet). This may enhance the performance of the
radio communications network. Furthermore, a network
interference management may be simplified by providing
neighbour cell interference values at central nodes in a Radio
Access Network (RAN) and a Core Network (CN). Further-
more, embodiments herein may provide a Self Organization
Network (SON) functionality in e.g. WCDMA networks.
Such functionality is heavily dependent on knowledge of the
interference situations in different cells.

FIG. 2 is a schematic combined flowchart and signalling
scheme depicting embodiments herein.

Step 201. The second user equipment 15 in the second cell
14 transmits a signal that interferes with the first radio base
station 12.

Step 202. The first user equipment 10 transmits a signal to
the first radio base station 12.
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Step 203. According to embodiments herein the first radio
base station 12 measures the received total power value
Prrwp at a receiver of the first radio base station 12, also
referred to as a received total wide band power, including a
noise generated in the receiver, within a bandwidth defined by
a receiver pulse shaping filter. A reference point for the mea-
surement may be a receiver (Rx) antenna connector of the first
radio base station 12. In case of receiver diversity, the mea-
sured received total power value P, ;;» may be a linear aver-
age of the power in the diversity branches. When cell portions
are defined in the first cell 11, the received total power value
Pz rw» may be measured for each cell portion.

Furthermore, the first radio base station 12 computes the
factor indicating a load in the firstcell 11, L . and estimates
the noise floor level, P,, in the first cell 11.

Step 204. Additionally, the first radio base station 12 com-
putes the utilization probability value p,,,, of the load in the
first cell 11 and the neighbour cell interference value
P, cignbow Simultaneously in the non-linear interference
model based on the measured received total power value
Pr7we, the computed factor L, and the estimated noise
floor level P, in the first cell 11. The neighbour cell interfer-
ence value P, . ., 1s an interference from at least one sec-
ond cell 14 affecting said first cell 11. At least one of the
utilization probability value p,,,,; of the load in the first cell 11
and the neighbour cell interference value P, ;.. 13 to be
used for managing radio resources in the radio communica-
tions network. Thus, the computed utilization probability
value p,,,; and the neighbour cell interference value enables
managing of the radio resources either at the first radio base
station 12 or at the RNC 16.

In some embodiments, any of the disclosed quantities in
the current computed values, e.g. neighbour cell interference
valueP,, ;. ;... utilization probability value p,,,,, noise floor
level P,, etc., and the associated reporting may be requested:
by the controlling radio network node such as the RNC 16;
from a measuring node, e.g. the second radio base station 13,
a home radio base station, a Location Management Unit
(LMU) etc.; or from another network node e.g. a second
RNC, a home radio base station gateway (GW), etc. by e.g.
including a corresponding indicator in a request, e.g. in a
Common Measurement Type message. The disclosed report-
ing may additionally or alternatively be periodic or event-
triggered.

Step 205. The first radio base station 12 may schedule radio
resources for the first user equipment 10 based on the neigh-
bour cell interference value P, s, B.g. the computed
neighbour cell interference value P, s, or the computed
utilization probability value p,,,,obtained after processing in
the first radio base station 12 may be used for controlling or
adjusting the maximum UL transmit powers of user equip-
ments served by the first radio base station 12. The controlling
may also be implemented dynamically and may also be used
for power sharing in multi-Radio Access Technology (RAT)
and multi-standard radio base stations.

Step 206. The first radio base station 12 may additionally or
alternatively transmit the computed utilization probability
value p,,,;, and/or the neighbour cell interference value
P, cignbow-10 the RNC16. It should be noted that the noise floor
level P,, may also be transmitted to the RNC 16.

Step 207. The RNC 16 may use the computed utilization
probability value p,,,, and/or the neighbour cell interference
value P, . 7.1, When performing admission control to the
first cell 11 and/or the second cell 14. Other examples are
when the RNC 16 uses the computed utilization probability
value p,,,;, and/or the neighbour cell interference value
P when performing interference management in het-
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erogeneous networks. Interference management in heteroge-
neous networks may comprise controlling interference in at
least one of the first radio base station 12 and the second radio
base station 13 by transmitting information such as orders or
values to the different radio base stations 12, 13.

FIG. 3 is a block diagram depicting a load estimator struc-
ture. Switches and dashed arrows indicate optional function-
ality and inputs. The structure processes the received total
power at a present time t denoted as P ,;»(t), the factor at
time t denoted as L,,,,(t) or average of a factor denoted as
L,,..(1), to produce an estimate of neighbour cell interference
value at time t denoted as nghbo,(t) an estimate of noise
floor level at time t denoted as P,(t), an estimate of a rise over
thermal value at time t denoted RoT(t) and an estimate of the
utilization probability value time t denoted as X, (tt). Obvi-
ously an estimate of a power in the first cell 11, denoted as
P....(1), and thus the load of the first cell 11 follows e.g. as

B )P rrmp(D)~55(210). (eq. 5)

where f’RTWP(t) defines an estimate of the received total
power at time t, and

X,(tIt) defines an estimate of a sum of neighbour cell inter-

ference value and a noise floor level at time t.

The load estimator may comprise a scaled Kalman filter
block 31, arecursive noise floor estimator 32, and a variant of
RoT computations 33. This may be implemented in a Radio
Unit (RU) of the first radio base station 12, for 10 ms TTTs by
adding signaling of the factor L, (t) from the scheduler of
the base band to the RU. A scaled extended Kalman filter 34
is comprised in the load estimator enabling signalling of the
neighbour cell interference value and the utilization probabil-
ity value from the RU to base band. The neighbour cell inter-
ference value and the utilization probability value are based
on the factor L, (t) and the received total power value
P e It should here be noted that an input st +P5(x t) to
the recursive noise floor estimator 32 may be taken from the
scaled extended Kalman Filter 34. This may result in better
values as the minimum values are more accurate based on the
sum of the sum of the neighbour cell interference value and
the noise floor level, whereas an input £77%(x,t) from the
scaled Kalman Filter block 31 is based on the received total
power value. The sum of the neighbour cell interference value
and the noise floor level is the reduced at a reduction process
35, with the estimate of the noise floor level P eI
being subtracted from the recursive noise floor estimator 32.
The variant of RoT computations 33 uses an estimate p RTWE
(t) from the Scaled Kalman filter block 31 as input and the
estimate of the noise floor level P recwrsive(t), This results in a
RoT value RoT(t). The estimate of the neighbour cell inter-
ference value Pm enbour(D) the estimate of the utilization prob-
ability value X, (tIt), the estimated noise floor PN(t) and the
computed RoT (t) value may be used at the radio network
node 12 and/or sent to the RNC 16.

Simulations wherein the basis for the data generation is a
large set of UL power files generated in a high fidelity system
simulator have been performed. The UL power files represent
bursty traffic, with varying mix of speech and data traffic, at
different load levels. These UL power files are then combined
in different ways to generate UL power components, i.e. own
cell traffic, neighbour cell traffic, noise floor level and the
summed up receive total wide band power. The factor of the
load in the first cell 11 is also computed. The user of the
simulation may e.g. select the average power levels of the
components, with respect to the noise floor level, select the
number of neighbours used for neighbour cell interference,
the utilization probability of the first cell 11, fix or varying
between two limits; select the loop delay of the factor, related
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to grant loop delay; and/or set daily load patterns, and perturb
these day to day by a randomization algorithm.

Here, the tuning of the scaled extended Kalman filter 34 is
discussed in detail. The simulation files do represent the cur-
rently recommended setting for product development; the
noise floor estimation bandwidth is e.g. set to the equivalent
of'about 20 h. The algorithmic constraints that affect the load
utilization probability and neighbour cell interference estima-
tion with the extended Kalman filter 34 is strongly related to
the fact that only the total received power Py 4;»(t) and the
factorL,,,,, (1) are processed by the extended Kalman filter 34.

own

To see the issue consider a measurement equation

Xt 1—Trm) (eq. 6)

= Loyt = Tp)21 (2| 1= Trpy)

c@(t|t=Tr) = 1

where X,(tIt-T ;) defines an estimate of a sum of neigh-

bour cell interference value and a noise floor at a time

between a present time t and sampling interval T ;.

X, (tIt=T ;) defines an estimate of a utilization probabil-
ity value at a time between present time t and sam-
pling interval T ;,,

L,....(t=-Tp) is the factor of the load in the first cell 11 at
the present time reduced with a time delay, and

c(R(tIt=T ) is a measurement vector which is a func-
tion of an estimate of a state vector X(t) describing
signals of the radio communications network at a time
between present time t and present time reduced with
a sampling interval T,;, and equals the received total
power value Py, p»(t) with error parameters taken
into account.

The extended Kalman filter 34 provides estimates such that
a model output from eq. 6 follows the received total power at
time t Py 74,5(1). The estimator may adapt the estimate of the
utilization probability value X, (tIt) to the correct value, so that
the load curve represented by eq. 6, together with a correctly
estimated sum of the neighbour cell interference value and
noise floor level given by X, (tIt), will achieve an output close
to the received total power value Pg5-5(1).

Unfortunately eq. 6 opens up for a shortcut to achieve this.
Without a proper tuning the extended Kalman filter 34 may
solve the problem of eq. 6 by letting the estimate of the
utilization probability value X, (tIt) converge to 0, and the
estimated sum of the neighbour cell interference value and
noise floor level X,(tIt) converge to the received total power
value Py r,»(t). However, this solution represents a false solu-
tion to the estimation problem. The false solution occurs
when the filter is tuned with standard reasoning as follows.
The natural way to tune would be to have a very low noise
covariance—since the received total power value Py 7,.(1) is
very accurate, systems noise is then adapted to the desired
time constants of the utilization probability value X, (tIt) and
the estimated sum of the neighbour cell interference value and
noise floor level X,(tIt), i.e. high levels giving high bandwidth.
The extended Kalman filter 34 trusts the measurement more
than the estimates. The result is then convergence to the false
solution.

The remedy to this situation is to abandon the above tuning
and go for a lower bandwidth. This then requires an artificial
high noise covariance and reduced values of the systems
noise. That tuning tells the filter to model the received total
power value Pg,p,-(t) mostly by the estimates themselves, a
fact that avoids the false solution as seen in the simulated
results below. The current tuning sets the noise covariance
very close to the noise power floor covariance level, with the
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system noise covariance for the neighbour cell interference
more than 20 dBs below the noise floor level. The simulation
results showed that the estimation of the load utilization prob-
ability value X, (tIt) is not perfect. That is related to the low
bandwidth tuning that forces this estimated state to work as an
instrument to achieve the fit of the model to the received total
power value Py 75(t). The neighbour cell interference value
were modeled so that the estimation error is about 5 dB below
the actual neighbour cell interference value. That corresponds
to an estimation inaccuracy of about 30%. This is deemed to
be significantly better than prior art approaches, in particular
since the model output is continuously aligned against the
measured the received total power value Py (1).

FIG. 4 is a block diagram depicting a method in a radio
network node, exemplified above as the first radio base station
12 and hereinafter referred to as the radio network node 12,
for enabling management of radio resources in the radio
communications network. The radio network node 12 serves
the first cell 11.

Step 401. The radio network node 12 measures a received
total power value at the radio network node 12 in the uplink
frequency band. This step corresponds to the step 204 in FIG.
2.

Step 402. The radio network node 12 computes a factor
indicating a load in the first cell 11. The factor is also referred
to as own cell load factor. Embodiments herein predict the
instantaneous load on the uplink air interface ahead in time.
This functionality may be needed by the scheduler of EUL.
The reason is that the scheduler tests different combinations
of'grants to determine the best combinations, e.g. maximizing
the throughput. This scheduling decision will only affect the
air interface load after a number of transmission time inter-
vals, each such TTI being 2 or 10 ms, due to grant transmis-
sion latency and UE latency before the new grant takes effect
over the air interface. Time delay T, scheduling is further
discussed below.

The factor may be based on the Signal to Interference Ratio
(SIR) or any other similar ratio such as Signal to Interference
plus Noise Ratio (SINR). The prediction of uplink load, for a
tentative scheduled set of user equipments and grants, is
based on the power relation

N (eq. 7)
Prrwp(@) = Py(1) = Z Li(D)Prrwp(D) + Preighpor (1),
il

where L,(t) is the factor of the i:th user equipment of the own
cell, e.g. the first cell 11, at the present time t and where
P, cignbor(t) denotes the neighbour cell interference value at
the present time t. The factors of the load in the own cell are
computed as follows. First it is noted that

Pi(0)
Prrwp() — (1 -@)P;
Li()Prrwp(1) B Li(1)
Prrwp(t) = (1 = a)Li(D)Prrwp() 1 = (1 - @)L;(2)

. 8
€/ = (ea- %)

=1

L= __ i 1 ...

Tr - a(C/DW !

where [ is a number of user equipments in the own cell and
a is a self-interference factor. (C/1),(t) defines the carrier to
interference ratio, e.g. roughly the signal to noise ration at
chipping (3.84 MHz) speed.
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The (C/D) (1), i=1, . . ., 1, are then related to a SINR
measured on the Dedicated Physical Control Channel
(DPCCH) as follows

SINR;(t) RxLoss
W G

(eq. 9)

(/D=

2 2
Borpcni(D + Beppecn,i(D) +
2 2
Ncodes,i (D Pepppen i (D + Busppecn,i()

10x]1+ >
Bopcen®

i=1,.. L

where W, is a spreading factor,

RxLoss represents missed receiver energy,

G is a diversity gain, and

the :s are beta factors of the respective channels, assuming

not active channels to have zero beta factors.

The UL load prediction then computes the uplink load of
the own cell by a calculation of (eq. 8) and (eq. 9) for each user
equipment of the own cell, followed by a summation

li (eq. 10)
Lowm(® = )" Li(®),
i=1

which transforms eq 7 to

Prrgp(D=L ol OPRTwp (DL cignpor P (eq. 11)

A division with the noise floor level P,(t) then shows that the
RoT may be predicted k TTIs ahead, where k represents
integers, as

Preighbor(t) | Py (D) 1
L= Lown(®) L= Loym()

RoT(t +kT) = (eq. 12).

The SIR based load factor calculation may be replaced by
a power based one, where the basic definition of the load
factor

P;(2)
Prrwp(t)’

L= (eq. 13)

is used, instead of eq. 8, where P,(t) defines the power of the
user equipment i. The advantage is that the parameter depen-
dence is reduced. On the downside a measurement of the user
power is needed.

Step 403. The radio network node 12 estimates a noise floor
level. The noise floor level may also be referred to as thermal
noise. An example of a noise floor level estimation is a use of
a so called sliding window noise floor level estimation algo-
rithm. It is e.g. shown in prior art that the load at the antenna
connector is given by the noise rise, or rise over thermal,
RoT(t), defined, as stated above, by

Prrwp(t) (eq. 1)

RoT() = == o

where P,(t) is the thermal noise or noise floor level as mea-
sured at the antenna connector. This relative measure is unaf-
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fected of any de-spreading applied. The algorithm estimates
the RoT. A problem solved by this estimation algorithm is the
accurate estimation of the noise floor level P,(t). Since it is
not possible to obtain exact estimates of this quantity due to
the neighbour cell interference value, the estimator therefore
applies an approximation, by consideration of the soft mini-
mum as computed over a relative long window in time.

It should be understood that this estimation relies on the
fact that the noise floor level P,(t) is constant over very long
periods of time, disregarding the small temperature drift. The
sliding window noise floor level estimation algorithm has a
disadvantage of requiring a large amount of storage memory.
This becomes particularly troublesome in case a large num-
ber of instances of the algorithm is needed, as may be the case
when interference cancellation is introduced in the uplink.

To reduce the memory consumption a recursive algorithm
has been disclosed to estimate noise floor level P,(t). The
recursive algorithms aggregates the information stored in the
sliding window, into one single “state” that is updated from
time instance to time instance. The recursive algorithm there-
fore reduces the memory requirements of the sliding window
noise floor level estimation algorithm scheme discussed
above at least by a factor of 100, or more precisely by a factor
equal to the number of samples in the sliding window.

Thus, the estimation of the noise floor level may be based
on the measured received total power value and the factor of
the load in the first cell 11, a recursive algorithm, or a sliding
window algorithm.

Step 404. The radio network node 12 computes a utiliza-
tion probability value of the load in the first cell 11 and
simultaneously computes a neighbour cell interference value
in the first cell 11, which neighbour cell interference value is
from at least one second cell 14. The computation of the
utilization probability value and the neighbour cell interfer-
ence value is based on the measured received total power
value, the computed factor indicating the load in the first cell
11, and the estimated noise floor level.

Power measurements at the uplink receiver is associated
with difficulties since the transmission of the WCDMA
uplink is not orthogonal, a fact that causes errors when the
powers are estimated. Furthermore, individual code powers
are often small, making signal to noise ratios low as well. This
fact contributes to the inaccuracy of said power estimates. The
major problem associated with the solutions of today is how-
ever that the sum of neighbour cell interference value and
noise floor level needs to be estimated by means ofhigh order
Kalman filtering. This step has a very high computational
complexity. The computational complexity is in some
examples increased as the number of user equipments
increase.

Another problem with a baseline RoT algorithm is that the
front-end Kalman filter processes data in the linear power
domain. This means that it is tuned for best operation at a
signal level around —100 dBm. Even in the past this has not
always been the case, due to strong in-band interference e.g.
from radar stations, and erroneous configuration and cell
planning. The trend towards higher loads, more traffic, more
user equipments together with HetNet network planning dif-
ficulties is bound to drive signal levels up in many networks.
The conclusion is that there is a strong need for a signal power
level independent estimation of the RoT. Techniques that
achieve this with a low complexity have been developed. The
power scaling applied by the new algorithm improves the
tracking properties.

According to embodiments herein a new front end of the
prior art RoT estimation algorithm is developed. The scope is
to perform a joint estimation of the received total power value
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Pz rmp(1), the sum of the neighbour cell interference value and
the noise floor level P, ;. (0)+Px(t), the noise floor level
P,(), the neighbour cell interference value P, () and
the load utilization probability value p,,,,(t). As it turns out,
Extended Kalman Filters (EKF) are suitable for this task. The
EKFs also provides a signal tracking over a very wide
dynamic range when provided with scaling.
In some examples an estimation algorithm uses the follow-
ing information
Measurements of the received total power value Py (1),
with a sampling rate T 755 Of T 733p=Kz 72 L T1, where
integer k represents a set of positive integers i.e.
Ky rup€eZ+, and TT represents Time Transmission Inter-
val.
Computed factors L, (1), with a sampling rate T, of
T,=k, TTL k, eZ+.
A delay T, also called loop delay, between the calculation
of L,,...(1), and a time it takes effect on the air interface.
The loop delay is dependent on the TTI.
The states are selected as

X1 (D Proaall) (eq. 14)

%O Pcignpor(D+Pp(D)- (eq. 15)

The signal that is available for processing in this model is
the received total power value Py 75(t). The factor indication
load ofthe own cell L, (1) is a computed quantity, e.g. based
on SINR measurements, for this reason a measurement model
of the received total power value Pg;5;»(t) is needed,
expressed in terms of the states, computed quantities and a
measurement uncertainty. Towards this end it is first noted
that the load of eq 8 does not account for the utilization
probability value p,,,.(t). Neither does it account for the
delay T,.

To model the utilization probability effect, a look at eq. 5
suggests that load under-utilization may be modeled by a
modification of eq. 7 and eq. 8 to

I (eq. 16)
Lown,uitized (1) = Z Piload DLi(t = Tp) = Pioad () Lown(t — Tp)
=)
Prrwp(t) = Lown,utitized (DPrRIwp (D) + Preighbor(t) + Py (2) (eq. 17)
which results in
(eq. 18)

Prrwp(D) = I (Preighvor(D) + Py (D).

= Lown(t = Tp)Ploaa D)

Thus, in some embodiments the computing of the utiliza-
tion probability value of the load in the first cell 11 and the
neighbour cell interference value is based on

Prrwp(t) = (Preighpor() + Py (D))

1 = Lown(t = Tp)Pioea 1)

where

tis a present time,

Pr7-5(1) is the received total power value,

T, is a delay,

L,,...(t=Tp) is the factor of the load in the first cell 11 at the
present time reduced with the delay,

Proas(t) 1s the utilization probability value of the load in the
first cell 11,
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P, cignsor(D) 1s the neighbour cell interference value at the
present time,

PA(1) is the noise floor level,

from which a sum of the neighbour cell interference value
at the present time P, ;. (t) and the noise floor level
P(t) is computed. Hence, the neighbour cell interfer-
ence value at the present time P,,,,.,,(t) and the noise
floor level P,(t) is calculated/computed simultaneously.

After addition of a zero mean white measurement noise
exrnp(t) and replacement of variables by the states of eq. 14
and eq. 15, the following non-linear interference model is
defined

(eq. 19)

YrRrwp(l) = I 20 + erTwp(1)

= Lown(t = Tp)x, (1)

Ro rrwp(t) = Elegrwp(D)]. (eq. 20)

Here Yz rur(1)"Prrup(t) and R, 1 735(1) denotes the (sca-
lar) covariance matrix of ez 55(1).

Note: The factor indicating load of the own cell is com-
puted both using both EUL and R99 traffic, hence in this case
the delay is valid for both.

In order to set up an optimal filtering algorithm, it is nec-
essary to write down a model for propagation of the states, a
so called dynamic state model. Since the two involved quan-
tities are both positive quantities, it follows that any dynamic
model needs to have integrating modes corresponding states,
in order to allow dynamic variations around a nonzero posi-
tive mean value. Herein disclosed embodiments solve this by
postulating the most simple such model, namely a random
walk model.

The random walk model corresponding to the states of eq.
14 and eq. 15 becomes

x(+ TTTI)]

X2(t+ Trry)

_ 1 0y x(@® wy (1) (eq. 21)
‘(o 1](x2(l)]+(wz(l)]

(eq. 22)

x(t+ Trryp) = (

wi (D)

wa(D)

Ri(0)= E[( ](Wl 0 wmD )}-

Here R,(t) denotes a covariance matrix of a zero mean
white disturbance (w,(t) w,(t)).

A state space model behind the extended Kalman filter
(EKF) is

X+ TY=AED+BOu(®y+w(?). (eq. 23)

y(O=cxD)+e@). (eq. 24)

Here x(t) is a state vector, u(t) is an input vector that is not
used here, y(t) is an output measurement vector consisting of
the power measurements performed in the cell i.e. the total
received wideband power, w(t) is the so called systems noise
that represent the model error, and e(t) denotes a measure-
ment error. Matrix A(t) is a system matrix describing the
dynamic modes, a matrix B(t) is the input gain matrix, while
the vector c(x(t)) is the, possibly non-linear, measurement
vector which is a function of the states of the system. Finally
t represents a present time and T represents the sampling
period.
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Hence, in some embodiments the non-linear interference
model uses error parameters and the non-linear interference
model comprises at least a state space model wherein

X+ TY=A %@ +w(D)

Yrowp()=c(x(D))+e(®),

16

needs to be applied. This extended Kalman filter 34 may be
given by the following matrix and vector iterations,

Initialization (eq. 25)

=1

where . 20 -1) = x0
t represents the present time,
T represents a sampling period, 10 POI-D =P
A(t) is a matrix describing dynamic modes, lteration
x(t) is a state vector defined as
r=1+T
B delx)
(xl (t)] 5 o= Ox  lx=sttl—1)
x2() Kf(0) =
P | 1= DT WCOPE 1= T)C" (0 + Ro@) ™
where R R R
Ml =20 1-T)+Ke@(y(@) - G| 1=T))
X1(D=D10aa(t) a0d Xo(D)=P e ionpor{(D+Pn(D), 20 P10 = Pl 1=T) = K;(0COPG | 1~ T)
w(t) is an error parameter defining systems noise, . .
e(t) is an error parameter defining white measurement M+ T =AM |0+ Bu(@)
noise, Pt+T |0 =APt| DAT +R,.
Yrrup(t) is the received total power value Py 7,-(1) plus the
End
error parameter e(t), and 25
c(x(t)) is a measurement vector which is a function of the
state vector x(t) describing signals of the radio commu- o ) )
nications network and equals the received total power The quantities introduced by the filter iterations eq. 25 are
value Pgpp(D). as follows. X(tIt-T) denotes a state prediction, based on data
In some embodiments the matrix describing dynamic 30 up to time t-T, X(tIt) denotes a filter update, based on data up
modes A(t) may be selected as an identity matrix of order 2. to time t, P(tlt-T) denotes a covariance matrix of the state
The error parameter defining the systems noise (w(t)) may be prediction, based on data up to time t-T, and P(tIt) denotes a
selected to enable convergence of the utilization probability covariance matrix of the filter update, based on data up to time
value to non-false estimates by selecting the error parameter . C(t) denotes a linearized measurement matrix linearization
defining systems noise (W(t)) below a threshold value. In 35 around a most current state prediction, K (t) denotes a time
some embodiments the received total power value at the.radlo variable Kalman gain matrix, R,(t) denotes a measurement
network node 12 and the. computed factor of the load in the covariance matrix, and R, (t) denotes a system noise covari-
first cell 11 are used as input in a scaled extended Kalman ance matrix. It should be noted that R ,(t) and R(t) are often
filter 3?' I;F he s¢ algd exterﬁie.:d Ke}lman ﬁhef 34 mgy ﬁ’ utput a 2 used as tuning variables of the extended Kalman filter 34. In
sum of the neigh our cell wnterference value and the noise principle the bandwidth of the filter is controlled by a matrix
floor level. The neighbour cell interference value may be :
; . . quotient of R, (t) and R, (t).
computed by reducing the sum of the neighbour cell interfer- . . L.
ence value and the noise floor level with the estimated noise Quantities of the extended Kalman Filter 34 for estimation
floor level. of utilization probability is below defined. An initial value
The general case with a non-linear measurement vector is 45 setting is discussed in the simulation section above in FIG. 3.
considered here. For this reason the extended Kalman filter 34 Using eq. 19-eq. 22 and eq. 25 it follows that
cn= ( Lown(t = Tp)2o(t | 1 = Tryy) 1 ] (eq. 26)
TN = Lo = To)81 @ | 1= T L= Lownlt = Tp)a (|1 = Tyy)
=G GO)
Ro(t) = Ry prwp(t) = Elebryp(0)] (eq. 27)
N B Xt -Trmy) (eq. 28)
= Tt =T
10 . 2
Ao ( ] (eq. 29)
01
B=0 (eq. 30)
I3 (eq. 31)

R1(1)=E[(

wi
w(1)

()]( wi(r) w(D) )}-
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In order to write down the Extended Kalman Filter 34,
denote the state prediction and the state covariance prediction
at time t by

(eq. 32)

. X ()t =Trmy)
Xelt=Tm) =

Xt 1= Trm)
Pl o T _(Pu(l—TTTI) Plz(l—TTTI)] (eq. 33)
he="Trm) = Pu(t=Trr) PuG-Trm) )

With these definitions the scalar equations of the extended
Kalman filter iteration become, cf. eq. 25,

[teration (eq. 34)
r=t+T

Xt 1= Trm)
L= Lown(t = Tp)2i (2| 1= Trpy)

c@(t|t="Trm) =

Loyt =Tp)Xa(t | 1= Trpy)
(1= Lot = Tp)i (¢ | £ = Trp))’
1
1= Loyn(t = Tp)¥ (2| 1= Trpy)

G =

G =

Ci@Pu(t| 1= Trr) + C2(OP12(t| 1= Trpy)
CYOPw (| 1= Trr) + 2C1(DC2(DP (| 1= Trry) +
Co()Pnat | 1= Trm)

Kra(0)

Ci@Pa(t| 1= Trr) + C2o(OPa(t| 1 = Trpy)
CYOPw (| 1= Trr) + 2C1(DC2(DP (| 1= Trry) +
Co()Pnat | 1= Trm)

Ke2(D)

Nl =20 1=-D+ K1 OQrrwpD) — c( | 1-T)))
R0l =%l t-T)+ Kr2@Wrrwp(t) = c&( | 1-T))
Puln=Puli-T)-
K (CL@Py 1= Ty )+ C@P2(t | 1= Trry)
Pl =Pp@li-T) -
K i(CL@PR |1 = Ty )+ C@Pn (| 1= Trry)
Pyt =Pp|t-T)-
Ky (CLPa(t| 1= Tppy) + Co(DP0(t | 1= Trry))
@+ T | D=210D
Y+ Tm D=2
Pu@+Trr |0 = Pult] D+ R (@)
P+ T |0 =P D+ R @
P+ Try | 1) = Polt] D)+ Rixn@)

End.

It is stressed that the estimated variance of the sum of
neighbour cell interference and noise floor level is available in
P,,(tlt). Together with the estimate of a variance of the noise
floor level, o,2(tlt), standard considerations show that a vari-
ance of the neighbour cell interference estimate Gneighborz(tlt)
may be estimated as

Oneighbor (11)=0 (tI)+P (111). (eq. 35)

A problem is due to the fact that the Kalman filter is
designed at a specific operating point in the linear power
domain. Now, with recent traffic increases, this is no longer
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true. Embodiments herein introduces a power normalization
based on the following results assuming that the following
assumptions Al)-A4) hold:

Al) Eigenvalues A of A fulfill IAl<1,i.e. A is stable.

A2)Non-linear load coupling between power control loops
are neglected.

A3) e(1) is the measurement error and is a Gaussian zero
mean disturbance that fulfills E[e(t)e’(s)] =8, R,(1),
where s is a time instance and 9, is the delta between t
and s.

Ad) w(t)=(w, (1) w77 (1))7 is a Gaussian zero mean dis-
turbance that fulfills E[w(©w’(s)]=0, R(1).

Assume further that solutions X(tit-T), X(tlt), P(tit-T),
P(tlt) are computed from eq. 25 for t>t, using initial values
Xo(tolty=T) and Py(tylt,=T). Then, if eq. 25 is rerun from
X(tolty—T) and Py(t,1t,—~T) using a scaled covariance matrices
R, " ()=v*(DR,(t) and R,"(t)=v*(t)R,(t), where v is a positive
scale factor, the following results holds:

F(H=-D=5=T), >1,
F(t-1)=R(1-1), 1>1,
P(tle-Ty =P (t1-T), £>1,

P (D= ()P0, >1,

where the superscript ( )" denotes a reiterated variable.

The achieved scaling of the covariances may be needed in
order to make an estimated covariances scale with the average
power level, thereby adapting to the logarithmic discretiza-
tion of power in the noise floor level estimators.

Itshould be noted that simplified versions are also possible,
where only a variance of a signal sent on for noise floor level
estimation is scaled.

The result is valid when state covariance matrices are iden-
tically scaled. Hence, also the utilization probability value
may be scaled using this technology in the present algorithms.

Step 405. The radio network node 12 schedules radio
resources in the radio communications network, based on at
least one of the utilization probability value and the neighbour
cell interference value. For example, if the neighbour cell
interference value is very high, there is no need to reduce the
load in the own cell. Also, if the utilization probability value
is very low in the first cell lithe radio network node 12 may
take that into account when scheduling radio resources to user
equipments within the first cell 11.

The radio network node, e.g. the radio base station 12, may
take UL data traffic into account when scheduling radio
resources. A data block may be sent by the first user equip-
ment 10 to the first radio base station 12 during a Transmis-
sion Time Interval (TTI). For efficiency reasons, the received
data blocks at the receiver may be processed in parallel at M
parallel processors taking turn to process data. While data
block i is processed and decoding information is fed back to
the transmitter, the receiver starts processing data blocks 1,
i+1,. ... By the time when the receiver processor has decoded
the data block and fed back the decoding result, it is ready for
processing either a retransmission of information related to
the recently processed data or a new data block. By combin-
ing information both from the original data block and the
retransmission, it is possible to correct errors in the reception.
A retransmission scheme with both error correction and error
detection is referred to hybrid Automatic Request (HARQ).
Therefore, M processors are often referred to as HARQ pro-
cesses, each handling a data block received in a TTI. In the
WCDMA uplink, there is a trade-off between coverage and
enabled peak rates. This is even more emphasized with
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enhanced uplink, which supports higher bit rates than ordi-
nary dedicated channels. The uplink resources are limited by
the rise over thermal (RoT) that the cell can tolerate. The RoT
limit is either motivated by coverage requirements or power
control stability requirements. When only one user equip-
ment is connected in the cell, both power control stability and
coverage are minor issues, since the uplink interference is
likely to be dominated by the power generated by this user
equipment. In such a case it is tempting to allow a high RoT
in order to allow high received signal relative interference
powers, transmit energy per chip to the total transmit power
spectral density Ec/Io, which enables the use of high uplink
bit rates. Conversely, in order to use the high uplink bit rates,
the connections to the first user equipment 10 may provide
high Ec/lo, which implies high RoT.

In order to orthogonalize the uplink user transmissions to a
greater extend, it may be relevant to separate the user data
transmissions in time, and employ a Time Division Multi-
plexing (TDM) scheme. It is possible to allocate grants to a
user equipment that is only valid for specified HARQ pro-
cesses. This fact can be exploited to enable TDM for
Enhanced (E-)UL. Furthermore, it allows retransmissions
without interfering with other user equipments, since retrans-
missions hit the same HARQ process as the original trans-
mission. The relevance for the load estimation functionality
disclosed in embodiments herein is that there may be a need
to repeat the disclosed functionality, for each TDM interval
and HARQ process.

Step 406. The radio network node 12 may transmit at least
one of the utilization probability value of the load in the first
cell 11 and neighbour cell interference value to a controlling
radio network node 16, e.g. an RNC. This may alternatively
by transmitted to a second radio network node such as the
second radio base station 13. Furthermore, the estimated
noise floor level may also be transmitted to the controlling
radio network node 16 or to the second radio network node
13. In some embodiments at least one of the utilization prob-
ability value of the load in the first cell 11 and the neighbour
cell interference value is encoded in a field of a message
transmitted to the controlling radio network node 16. The
controlling radio network node 16 may use the utilization
probability value, the neighbour cell interference or both,
when e.g. performing admission control to the first cell 11.

FIG. 5 is a block diagram depicting the radio network node
12 for enabling management of radio resources in a radio
communications network. The radio network node 12 is con-
figured to serve the first cell 11.

The radio network node 12 comprises a measuring circuit
501 configured to measure a received total power value at the
radio network node 12 in the first cell 11.

The radio network node 12 further comprises a first com-
puting circuit 502 configured to compute a factor indicating a
load in the first cell 11.

The radio network node 12 additionally comprises an esti-
mating circuit 503 configured to estimate a noise floor level in
the first cell 11. In some embodiments the estimating circuit
503 is configured estimate the noise floor level based on the
measured received total power value and the factor of the load
in the first cell 11, a recursive algorithm, or a sliding window
algorithm.

Furthermore, the radio network node 12 comprises a sec-
ond computing circuit 504 configured to compute a utiliza-
tion probability value of the load in the first cell 11 and a
neighbour cell interference value simultaneously in a non-
linear interference model. The second computing circuit 504
is configured to base the computation on the measured
received total power value, the computed factor, and the esti-
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mated noise floor level in the first cell 11. The neighbour cell
interference value is an interference from at least one second
cell 14 affecting said first cell 11, and where at least one of the
utilization probability value of the load in the first cell 11 and
the neighbour cell interference value is to be used for man-
aging radio resources in the radio communications network.
In some embodiments the second computing circuit 504 is
configured to compute the utilization probability value of the
load in the first cell 11 and the neighbour cell interference
value based on

Prrwp(D) = (Preighvor(D) + Py (1))

T~ Lownlt — Tp) Plocal?)

where
t is a present time,
Pr2(1) is the received total power value,
T, is a delay,
L,...(t=Tp) is the factor of the load in the first cell 11 at the
present time reduced with the delay,
Proaq(t) is the utilization probability value of the load in the
first cell 11,
DPreignbor(t) 1s the neighbour cell interference value at the
present time,
PA(1) is the noise floor level,
from which a sum of the neighbour cell interference value
at the present time P, ., ;,,,(t) and the noise floor level
P,(t) is computed.
The non-linear interference model may in some embodi-
ments use error parameters and the non-linear interference
model comprises at least a state space model wherein

X+ TY=A (D +w(D)

Yrowp(D)=c(x(2))+e(?),
where
t represents the present time,
T represents a sampling period,
A(t) is a matrix describing dynamic modes,
x(t) is a state vector defined as

(Xl (1)]
X2(0)

where
X1 (0P 10aa(®) a0d Xo(D)=P s onpor(D+Pp(D),

w(t) is an error parameter defining systems noise,

e(t) is an error parameter defining white measurement

noise,

Vzre(t) is the received total power value Py ;5(1) plus the

error parameter e(t), and

c(x(1)) is a measurement vector which is a function of the

state vector

x(t) describing signals of the radio communications net-

work and equals the received total power value Py 74-5(1).

The second computing circuit 504 may in some embodi-
ments be configured to select the matrix describing dynamic
modes A(t) as an identity matrix of order 2.

Furthermore, the second computing circuit 504 may in
some embodiments be configured to select the error param-
eter defining the systems noise (w(t)) to enable convergence
of the utilization probability value to non-false estimates by
selecting the error parameter defining systems noise (w(t))
below a threshold value.
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In some embodiments the radio network node comprises a
scheduler 505 configured to schedule radio resources in the
first cell 11, based on at least one of the utilization probability
value of the load in the first cell 11 and the neighbour cell
interference value.

In some embodiments the radio network node 12 com-
prises a transmitting circuit 506 configured to transmit at least
one of the utilization probability value of the load in the first
cell 11, and the neighbour cell interference value to a control-
ling radio network node 16 or to a second radio network node
13. In some embodiments the transmitting circuit 506 may be
further configured to encode at least one of the utilization
probability value of the load in the first cell 11 and the neigh-
bour cell interference value in a field of a message to be
transmitted to the controlling radio network node 16.

In some embodiments a scaled extended Kalman filter 34
arranged in the radio network node 12 is configured to use the
received total power value at the radio network node 12 and
the computed factor of the load in the first cell 11 as input. The
scaled extended Kalman filter 34 may be configured to output
a sum of the neighbour cell interference value and the noise
floor level. The second computing circuit 504 may be config-
ured to compute the neighbour cell interference value by
reducing the sum of the neighbour cell interference value and
the noise floor level with the estimated noise floor level.

The radio network node 12 may be represented by a radio
base station, a relay station, or a beacon station.

The embodiments herein for enabling management of
radio resources may be implemented through one or more
processors, such as a processing circuit 507 in the radio
network node depicted in FIG. 5, together with computer
program code for performing the functions and/or method
steps of the embodiments herein. The program code men-
tioned above may also be provided as a computer program
product, for instance in the form of a data carrier carrying
computer program code for performing embodiments herein
when being loaded into the radio network node 12. One such
carrier may be in the form of a CD ROM disc. It is however
feasible with other data carriers such as a memory stick. The
computer program code may furthermore be provided as
program code on a server and downloaded to the radio net-
work node 12.

The radio network node 12 may further comprise a
memory 508 that may comprise one or more memory units
and may be used to store for example data such as utilization
probability values, neighbour cell interference values,
received total power values, factors indicating the load in the
first cell 11, and estimated noise floor levels, scheduling
parameters, applications to perform the methods herein when
being executed on the radio network node 12 or similar.

FIG. 6 is a schematic flowchart depicting embodiments
herein of a method in the controlling radio network node,
exemplified above as the RNC 16 and hereinafter referred to
as the controlling radio network node 16, for managing radio
resources in the radio communications network. The control-
ling radio network node 16 controls a second cell 14.

Step 601. The controlling radio network node 16 receives,
from a radio network node 12, at least one of a utilization
probability value of a load in a first cell 11 served by the radio
network node 12 and a neighbour cell interference value. The
neighbour cell interference value is an interference from at
least the second cell 14 affecting the first cell 11. The neigh-
bour cell interference value and the utilization probability
value are based on a measured received total power value, a
computed factor indicating the load in the first cell 11, and an
estimated noise floor level in the first cell 11, computed in a
non-linear interference model.
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Step 602. The controlling radio network node 16 uses the at
least one of the received utilization probability value of the
load in the first cell 11 and the received neighbour cell inter-
ference value, when managing radio resources within the
radio communications network. In some embodiments at
least the neighbour cell interference value is used when per-
forming admission control to the first cell 11 and/or the sec-
ond cell 14 or when performing interference management in
heterogeneous networks. For example, the performing inter-
ference management in heterogeneous networks may com-
prise to control at least one radio network node 12,13 e.g. by
transmitting information or orders based on the neighbour
cell interference value to the second radio network node 13.

Heterogeneous networks (HetNets) concerns effects asso-
ciated with networks where different kinds of cells are mixed.
A problem is then that these cells may have different radio
properties in terms of e.g.

Radio sensitivity.

Frequency band.

Coverage.

Output power.

Capacity.

Acceptable load level.

This may be an effect of the use of different RBS sizes, e.g.
macro, micro, pico, femto, different revision of different
receiver technology or software quality, different vendors and
of the purpose of a specific deployment.

One of the most important factor in HetNets is that of air
interface load management, i.e. the issues associated with the
scheduling of radio resources in different cells and the inter-
action between cells in terms of inter-cell interference. There
is a need to optimize performance in HetNets.

To exemplify these problems, consider a low power cell
with limited coverage intended to serve a hotspot. In order to
get a sufficient coverage of the hot spot an interference sup-
pressing receiver like the G-rake+ is used. The problem is
now that the low power cell may be located in the interior of
and at the boundary of a specific macro cell. Further, sur-
rounding macro cells interfere with the low power cell ren-
dering a high level of neighbour cell interference in the low
power cell, that despite the advanced receiver reduces the
coverage to levels that do not allow a coverage of the hot spot.
As a result user equipments of the hot spot are connected to
the surrounding macro cells, thereby further increasing the
neighbour cell interference experienced by the low power
cell. Thus, it is advantageous when the controlling radio net-
work node 16 or the surrounding RBSs is informed of the
interference situation and take action, using e.g. admission
control in the controlling radio network node 16 or a new
functionality in the surrounding RBSs to reduce neighbour
cell interference and to provide a better management of the
hot spot traffic—in terms of air interface load. This is enabled
in that the radio network node 12 estimates the neighbour cell
interference in an accurate manner.

FIG. 7 is a block diagram depicting a controlling radio
network node such as a radio network controller 16, for man-
aging radio resources in a radio communications network.
The controlling radio network node 16 is configured to con-
trol a second cell 14. The controller radio network node 16
comprises a receiving circuit 701 configured to receive, from
aradio network node 12, at least one of a utilization probabil-
ity value of a load in a first cell 11 served by the radio network
node 12 and a neighbour cell interference value. The neigh-
bour cell interference value is an interference from at least the
second cell 14 affecting the first cell 11. The neighbour cell
interference value and the utilization probability value are
based on a measured received total power value, a computed
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factor indicating the load in the first cell 11, and an estimated
noise floor level in the first cell 11, computed in a non-linear
interference model.

The controlling radio network node 16 comprises a pro-
cessing circuit 702 configured to use at least one of the utili-
zation probability value of the load in the first cell 11 and the
neighbour cell interference value, when managing radio
resources within the radio communications network. The pro-
cessing circuit 702 may in some embodiments be configured
to use at least the neighbour cell interference value when
performing admission control to the first cell 11 and/or the
second cell 14; or when to perform interference management
in heterogeneous networks. The processing circuit 702 may
in some embodiments be configured to perform interference
management in heterogeneous networks by controlling at
least one radio network node 12,13 by transmitting informa-
tion to the atleast one radio network node 12,13. For example,
the controlling radio network node 16 may comprise a trans-
mitting circuit 703 configured to transmit information to a
second radio network node 13 that takes action in response,
e.g. modifying interference threshold values in the second
cell 14, thereby the controlling radio network node 16 man-
ages interference/radio resources in HetNets.

The embodiments herein for managing the radio resources
may be implemented through one or more processors 702 in
the controlling radio network node 16 depicted in FIG. 7,
together with computer program code for performing the
functions and/or method steps of the embodiments herein.
The program code mentioned above may also be provided as
a computer program product, for instance in the form ofa data
carrier carrying computer program code for performing
embodiments herein when being loaded into the controlling
radio network node 16. One such carrier may be in the form of
a CDROM disc. It is however feasible with other data carriers
such as a memory stick. The computer program code may
furthermore be provided as pure program code on a server and
downloaded to the controlling radio network node 16.

The controlling radio network node may further comprise
a memory 704 that may comprise one or more memory units
and may be used to store for example data such as utilization
probability values, neighbour cell interference values,
received total power values, factors indicating the load in the
first cell 11, parameters relating to other cells, estimated noise
floor levels, scheduling parameters of different cells, load in
different cells, interference parameters of different cells,
applications to perform the methods herein when being
executed on the controlling radio network node or similar.

In the drawings and specification, there have been dis-
closed exemplary embodiments. However, many variations
and modifications can be made to these embodiments.
Accordingly, although specific terms are employed, they are
used in a generic and descriptive sense only and not for
purposes of limitation, the scope of the embodiments herein
being defined by the following claims.

The invention claimed is:

1. A method in a controlling radio network node for man-
aging radio resources in a radio communications network,
wherein the controlling radio network node controls a second
cell in the radio communications network and the method
comprises:
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receiving, from a radio network node, at least one of a
utilization probability value ofaload in a first cell served
by the radio network node and a neighbour cell interfer-
ence value, which neighbour cell interference value is an
interference from at least the second cell affecting the
first cell, and which neighbour cell interference value
and the utilization probability value are based on a mea-
sured received total power value, a computed factor
indicating the load in the first cell, and an estimated
noise floor level in the first cell, computed in a non-linear
interference model; and

using at least one of the utilization probability value of the
load in the first cell and the neighbour cell interference
value, when managing radio resources within the radio
communications network.

2. The method according to claim 1, wherein at least the
neighbour cell interference value is used for performing
admission control to at least one of the first and second cells,
or for performing interference management in a heteroge-
neous network configuration of the radio communications
network.

3. The method according to claim 2, wherein the perform-
ing interference management comprises controlling at least
one radio network node by transmitting information to the at
least one radio network node.

4. A controlling radio network node for managing radio
resources in a radio communications network, wherein the
controlling radio network node is configured to control a
second cell and comprises:

a receiving circuit configured to receive, from a radio net-
work node, at least one of a utilization probability value
of aload in a first cell served by the radio network node
and a neighbour cell interference value, which neigh-
bour cell interference value is an interference from at
least the second cell affecting the first cell, and which
neighbour cell interference value and the utilization
probability value are based on a measured received total
power value, a computed factor indicating the load in the
first cell, and an estimated noise floor level in the first
cell, computed in a non-linear interference model; and

a processing circuit configured to use at least one of the
utilization probability value of the load in the first cell
and the neighbour cell interference value, when manag-
ing radio resources within the radio communications
network.

5. The controlling radio network node according to claim 4,
wherein the processing circuit is configured to use at least the
neighbour cell interference value for performing admission
control to at least one of the first and second cells, or for
performing interference management in a heterogeneous net-
work configuration of the radio communications network.

6. The controlling radio network node according to claim 5,
wherein the processing circuit is configured to perform inter-
ference management by controlling at least one radio network
node by transmitting information to the at least one radio
network node.



